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ABSTRACT
Machine learning and deep neural networks are improving various industries, including 
healthcare, which improves daily life. Deep neural networks, including Convolutional 
Neural Networks (CNNs), provide valuable insights and support in improving daily 
activities. In particular, CNNs enable the recognition and classification of images from 
CT and MRI scans and other tasks. However, training a CNN requires many datasets to 
attain optimal accuracy and performance, which is challenging in the medical field due to 
ethical worries, the lack of descriptive notes from experts and labeled data, and the overall 
scarcity of disease images. To overcome these challenges, this work proposes a hybrid 
CNN with transfer learning and a random forest algorithm for classifying lung cancer and 
non-cancer from CT scan images. This research aims include preprocessing lung nodular 
data, developing the proposed algorithm, and comparing its effectiveness with other 
methods. The findings indicate that the proposed hybrid CNN with transfer learning and 
random forest performs better than standard CNNs without transfer learning. This research 
demonstrates the potential of using machine learning algorithms in the healthcare industry, 
especially in disease detection and classification.
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INTRODUCTION

Lung cancer is a common and deadly 
disease in modern times. Cancer cells 
initially develop in the lungs but can spread 
to other organs, including lymph nodes and 
the brain (Rajadurai et al., 2020). Lung 
cancer was the most common and deadly 
cancer worldwide in 2018, making up 
11.6% of all cancer cases and deaths (Bray 
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et al., 2018). It was also Malaysia's second leading cause of death from cancer that year, 
after breast cancer (Bray et al., 2018), according to the World Health Organization. Men 
comprise approximately 16.6% of the patients, while women comprise 5.4%. In Malaysia, 
lung cancer is the third most prevalent type of cancer, affecting men more than women, 
according to the Malaysia National Cancer Registry Report 2012-2016 (Azizah et al., 
2019). Today, Deep Learning is often used in medical image analysis (Alom et al., 2019; 
Arabahmadi et al., 2022; Salahuddin et al., 2022; Zakaria et al., 2022). Deep Learning is 
becoming increasingly popular and necessary for reliable and accurate results (Anderson 
et al., 2018). Deep learning simulates how the human brain processes data and recognizes 
patterns to make decisions. As technology and algorithms improve, machines can offer more 
accurate and reliable medical analysis. Identifying cells that are cancerous or malignant is 
essential for lung cancer therapy. 

Literature Review

Deep learning techniques can analyze CT scan images and identify cancer cells at an early 
stage to prevent them from becoming fatal (Primakov et al., 2022; Thai et al., 2021). Deep 
learning image analysis applications on Computed Tomography (CT) scan images to aid 
in the detection of malignant cells prior to their development and lethality (Primakov et 
al., 2022; Thai et al., 2021). Deep Learning is ideally suited for image processing tasks, 
especially object detection and localization (Singh & Gupta, 2019). Deep learning, 
especially CNN, can achieve high accuracy with abundant data (Zhao et al., 2018). 
Convolutional Neural Networks (CNNs) need large and precise labeled training data, such 
as ImageNet, to operate effectively. Unfortunately, large datasets are often unavailable for 
medical images because of the high cost of expert explanations, ethical concerns, and the 
lack of images of diseases (Zhao et al., 2018). In addition, models with a high parameter 
count tend to overfit and cannot learn patterns when working with lesser datasets (Li et 
al., 2020). Most traditional CNN architectures begin with a high parameter count, making 
their performance highly dependent on the data size. Therefore, datasets that consist of only 
hundreds or thousands of instances are incompatible with standard CNN models trained 
on large-scale datasets like ImageNet (Keshari et al., 2018). It is an issue that researchers 
need to address if they want to improve the performance of the model when handling a 
huge volume of annotated data. A standard CNN may prove insufficient in medical imaging 
with small datasets, where datasets usually comprise a few hundred to thousands of data. 
Numerous studies have investigated various types of CNN for lung nodule detection, false 
positive reduction, and classification to address this issue (Halder et al., 2020; Forte et al., 
2022; Nakrani et al., 2021; Sharif et al., 2020). However, Table 1 in this document focuses 
specifically on CNNs employing innovative strategies instead of conventional techniques 
or conventional CNNs.
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Table 1 
A comprehensive review of various types of CNN for pulmonary nodule detection
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Numerous studies have aimed to enhance the precision of early lung cancer detection 
through Deep Learning. However, there is still a discrepancy between identifying these 
algorithms and their integration into real medical applications. A hybrid deep learning 
model has been developed based on Convolutional Neural Networks (CNNs) and Random 
Forest (RF) for malicious node classification. The reason for using this hybrid approach 
is that transfer learning is advantageous when dealing with limited data and can leverage 
knowledge from pre-trained models, while RF offers robustness, feature importance 
analysis, versatility, and competitive performance across different types of tasks. Our 
model uses transfer learning from pre-trained CNN models to extract features from node 
images. The model's performance was evaluated compared to a baseline CNN model 
without transfer learning.

MATERIALS AND METHODS

The study is divided into four phases: Dataset Preparation, Research Design, Application 
and Implementation, and Performance Analysis. The research methodology is presented 
in Figure 1, while Figure 2 shows the overall framework for the suggested model.

Figure 1. The research methodology employed in 
the study's workflow
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Figure 2. The overarching structure for the proposed 
methods

This research uses a subset of the LIDC-
IDRI dataset known as LUNA16 (Camp, 
2022). We use the LUNA16 dataset, a 
widely used lung cancer CT image dataset, 
and a subset of the LIDC-IDRI dataset. 
The LUNA16 dataset is a subset of the 

LIDC-IDRI dataset, with different factors used to filter the heterogeneous scans. Due to 
the minuscule size of pulmonary nodules, only a 2.5 mm slice thickness CT scan or less 
was considered. CT scans that demonstrated non-uniform slice spacing or missing slices 
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were excluded from the analysis. As a result, the dataset was reduced to 888 CT scans 
annotated by radiologists, resulting in 36,378 annotations. Only annotations classified as 
nodules 3 mm were deemed relevant in lung cancer screening protocols. When multiple 
readers discovered nodules that were close together, their radii were combined, and their 
positions and diameters averaged. 

Lung segmentation data are also provided, consisting of lung segmentation images 
calculated with automatic algorithms (Peirelinck et al., 2022). However, these segmentation 
images should not be utilized as the gold standard for any segmentation study. It is worth 
noting that the primary dataset via LIDC-IDRI was saved in DICOM (.dcm) format, an 
alternative format for CT scan data. The model was trained with 1528 training datasets, 
while the remaining CT scans of patients were used for testing and validation. In total, 
there were 478 test datasets and 382 validation datasets. Figure 3 shows disparate sections 
from a LUNA16 CT scan.

Figure 3. Primary CT scan DICOM slices extraction from LUNA16 dataset
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This research employed a pre-trained VGG16 model, trained on 1.2 million natural 
images from the ImageNet dataset. VGG16 is initially pretrained on the large-scale 
ImageNet dataset, which contains millions of labeled images from various categories. 
During pretraining, the model learns to extract useful features from the images and classify 
them into one of the ImageNet classes. This pretraining step helps VGG16 learn general 
visual representations that can be applied to various tasks. The overall prediction of VGG16, 
VGG16(x), can be represented as: 

VGG16(x) = FC(h{M - 1})    (1)

Where FC represents the last fully connected layer, x is the input image, M is the total 
number of fully connected layers, and h{M - 1} is the input to the last fully connected layer. 
A comprehensive framework was developed for the proposed methods in this study, with 
a CNN algorithm utilized to leverage the LUNA16 dataset for lung nodule classification. 

The proposed algorithm utilizes Convolutional Neural Networks (CNN) with transfer 
learning and is fed the LUNA16 dataset as input. The proposed algorithm used transfer 
learning, a popular method in which pre-trained models established for one task are used 
as the basis for another model for a different task (Goodfellow et al., 2016). In addition, 
transfer learning is also a machine learning technique that involves leveraging knowledge 
gained from one task or domain and applying it to a different but related task or domain. It 
enables the reuse of pre-trained models and learned representations, which can significantly 
benefit new tasks, especially when the new task has limited training data. The underlying 
idea of transfer learning is that knowledge gained from solving one task can be transferred 
and utilized to improve the learning or performance of another related task. Instead of 
starting the learning process from scratch, transfer learning allows models to initialize 
with already learned features or parameters, speeding up convergence and improving 
generalization. Transfer learning θt typically involves fine-tuning the pre-trained model 
on the target task. It can be represented as:

θt = argmin(θt)L(θt, D) + αL(θp + Dp)   (2) 

Where D is the target task training set, L(θt, D) is the loss function for the target task, 
α is a trade-off parameter, θp is the weights and biases of the pre-trained model, Dp is a 
separate pretraining dataset (or a subset of the target task data), and L(θp + Dp) represents 
the loss function for pretraining.

Two prevalent transfer learning techniques exist the developed model approach and the 
pre-trained model approach (Peirelinck et al., 2022; Zhuang et al., 2020). Previous research 
has demonstrated that transfer learning can enhance the discriminative capabilities of a 
generic dataset and improve the model's ability to generalize to other tasks (Da Nóbrega 
et al., 2018). 
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Various scholars have also shown interest in hybridization techniques due to their 
recent outstanding performance in addressing cancer detection problems by enhancing 
algorithm performance (Chin et al., 2021a, 2021b; Saleh et al., 2021). Therefore, the 
proposed approach for classifying lung nodules involves utilizing a hybrid CNN with 
transfer learning and Random Forest (RF). Random Forest (RF) is a popular machine-
learning algorithm for classification and regression tasks. An ensemble learning method 
combines multiple decision trees to make predictions. The prediction of the random forest 
RF(x) can be represented as:

   (3)

Where t(x) is the prediction of the t-th decision tree for input x, and c represents the 
possible classes or outputs.

The Python programming language was used to train and test the algorithm, followed 
by a comprehensive performance metrics evaluation. After dataset preparation and research 
design, the proposed algorithm underwent training and testing, and the resulting models 
were evaluated based on performance. The hybrid method is implemented using Python 
programming on a computer system with an Intel Core i5 10th Gen processor, 16 GB 
RAM, and NVIDIA GeForce RTX 2060 GPU support with 6 GB RAM. The optimal 
hyperparameters that need to be set for this research include the number of trees, which is 
set to three, and the random state, which is set to 42, in the function of the random forest. 
The dataset is divided into two groups, namely the Train set and Test set, with most of 
the dataset allocated to training and the remaining portion reserved for model testing. The 
performance measure metrics are also analyzed based on testing accuracy, sensitivity, 
specificity, and F1-score, which can be represented as:

  (4)

   (5)

           (6)

Where TP, TN, FP, and FN FPFN are True Positive, True Negative, False Positive, 
and False Negative, respectively.

RESULTS AND DISCUSSION

The library pydicom is used to demonstrate the image field and the metadata information 
in the CT scan images to visualize the dataset. As the images have been deposited in 
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DICOM format, a standard browser cannot be used to access them. An example of the 
metadata stored in the file is shown in Figure 4. The watershed algorithm has been utilized 
to segment the dataset. The watershed algorithm has been considered a traditional image 
segmentation and separation algorithm. In image processing, the grayscale image can be 
subjected to a procedure similar to a geological watershed or drainage split, which divides 
adjacent drainage basins. This procedure, aptly named "watershed," employs the image 
as though it had been a topographic map, with each point's brightness denoting its height. 
As a result, it becomes possible to identify lines that follow the crests of ridges. In 1997, 
M. Couprie and G. Bertrand coined the term "topological watershed." The watershed 
algorithm begins with user-defined markers and treats pixel values as a local topography 
(elevation) (Bertrand, 2005).

Figure 4. The metadata is stored within a solitary DICOM file

The Watershed algorithm floods the basins of various markers until they intersect on 
watershed lines. Often, these markers have been selected as local minima in an image, and 
the basins are filled accordingly. This semantic segmentation approach helps emphasize 
the lung area and generate binary masks. To begin, external and internal markers from 
the images of CT scans were obtained using binary dilations and then added to a full dark 
image using watershed methods. The watershed marker eliminates image noise and detects 
cancerous cells in the lungs. The removal of external noise from the images is illustrated 
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in Figure 5, where a binary mask is applied 
to the image, with black pixels indicating 
cancer cells. An integrated Sobel filter and 
watershed algorithm were used to improve 
segmentation to remove the outer lung 
layers. An internal marker is then used to 
create a lung filter using Numpy's bitwise 
operations, which extracts the heart from the 
CT scan images. To ensure more accurate 
segmentation than previous methods, 
morphological operations, and gradients 
are used to complete the lung filter. Figure 
6 displays the segmented lung after applying 
the Sobel filter application. The process 
created 2388 labeled images comprising 
almost 12 patients with CT scan data, with 
a comparable number of cancerous and non-
cancerous patients.
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The model that was suggested is a combination of two powerful techniques: CNN with 
transfer learning and Random Forest. In order to contrast the performance of both models, 
a standard CNN was built as the first model, which uses convolution layers, flattened fully 
connected layers, max pooling, and dropout in the middle layers. Figure 7 illustrates this 
basic approach without the advantage of transfer learning. The second hybrid model applies 
transfer learning on a pre-trained VGG-16 model and Random Forest as a classifier. The last 
three layers were modified to incorporate the Random Forest classifier. The base estimator 
used in this hybrid model is 3, with a random state 42. Figure 8 displays the illustration of 
the suggested model. Subsequently, the dual models, one with Transfer Learning and the 
other with Random Forest, were implemented and trained on segmented lungs. A batch 
size of 64 was used for the image data generator, and 20 images were used in each epoch 
for 30 epochs, except for the first model, which had 20 images in each epoch. The shape 
of the training images for the first model was (32,32,3) while the proposed model had a 
shape of (128,128,3). The application of augmentation techniques facilitated the training 
of models on various augmentations, including shear range, zoom range, horizontal flip, 
rotation range, and center shift, thereby achieving superior outcomes. In the final layer, 
a solitary binary classification node distinguishes between cancerous and non-cancerous 
lungs. Additionally, TensorFlow Keras callbacks were utilized to preserve the most accurate 
model and execute a comprehensive 30-epoch training session to chart the comparative 
graphs.

Table 2 compares the proposed hybrid model's testing accuracy and Area Under the 
Curve (AUC) and the standard CNN without transfer learning. The findings display that 
the proposed hybrid model beats the standard model and achieves better test accuracy and 
AUC. The proposed model is considered preferable over the standard model despite the fact 

Figure 7. Standard CNN without transfer learning
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that the standard model may still be suitable for solving classification tasks. Furthermore, 
Figure 9(a) shows that the proposed model attained an AUC of 0.985, better than the 
original model's AUC of 0.983, as shown in Figure 9(b). 
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Figure 8. Hybrid CNN with transfer learning and Random Forest

Table 2
Overview of the accuracy performance of both models

Models Testing Accuracy Area Under the Curve 
(AUC)

Standard Model 93.72% 0.983
Proposed Model (Hybrid CNN with 

Transfer Learning and Random Forest)
98.53% 0.985

Figure 9. Receiver Operating Characteristic (ROC) Curve Performance (a) Proposed Hybrid Model
(b) Standard Model

In terms of the confusion matrix, the hybrid model proposed in this study outperformed 
the typical CNN model without transfer learning in terms of accuracy. All of the CT 
scan images are classified correctly for the proposed hybrid model, as shown in Figure 
10(a), while some of the CT scan images are still classified incorrectly for the standard 
CNN model, as shown in Figure 10(b). Based on Table 3, the performance metrics of CT 
image classification through the confusion matrix, as presented in Figure 10, proved that 
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Figure 10. Confusion Matrix Performance (a) Proposed Hybrid Model (b) Standard Model

Table 3 
Performance measure

the proposed hybrid model is better than the standard model. This confusion matrix and 
performance measures show that both models can classify most CT scan images. It can 
be proven in Figures 11(a) and 11(b), which are some CT scan images predicted correctly 
based on the standard and suggested models.

(a) (b)

Models Sensitivity Specificity F1-Score
Standard Model 97.92% 89.54% 94.00%
Proposed Model 

(Hybrid CNN with Transfer Learning 
and Random Forest)

98.74% 98.32% 98.54%

(a) (b)
Figure 11. Prediction and actual label are (a) non-cancer, (b) lung cancer
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A comparative study in Table 4 shows that the proposed CNN with transfer learning 
and Random Forest model performs better than the existing techniques. Only work from 
(Saleh et al., 2021) performed better than the proposed hybrid work in specificity and 
AUC. During study development, several challenges arose that significantly impacted the 
results and outcomes. One of the biggest challenges was the dataset format used, which 
was in dmc format as opposed to ordinary formats of image processing such as jpg. The 
DMC format saves information about patients and a 3D CT scan image, so it was necessary 
to convert the images to jpg format before feeding them into the models for training and 
testing. It made the research more labor-intensive and time-consuming.

Table 4 
Comparative study

Models Testing 
Accuracy

Sensitivity Specificity F1-Score AUC

3D U-Net CNN 
(Tang et al., 2020) 96.80% 92.40% 94.60% - 0.941

3D CNN 
(Ali et al., 2018) 64.40% 58.90% 55.30% - -

3D U-Net and 3D 
DenseNet 

(Qin et al., 2018)
- 96.70% - - -

Deformable CNN 
(Haiying et al., 2021) - 95.80% - - -

CNN (Sheng et al., 2021) 90.00% - - - -
AlexNet CNN 

(Agarwal et al., 2021) 96.00% - - - -

Deep Neural Networks 
Ensemble

(Ardimento et al., 2021)
96.49% 98.73% - - -

CNN-SVM
(Saleh et al., 2021) 97.91% 97.90% 99.32% - 1.000

Proposed Hybrid Model 98.53% 98.74% 98.32% 98.54% 0.985

CONCLUSION

Deep learning is crucial in acquiring profound knowledge and aiding medical professionals 
in comprehending a patient’s condition, significantly enhancing their quality of life. 
The medical field has seen an increasing adoption of machine learning and deep neural 
networks due to their ability to improve detection and classification, ultimately benefiting 
patients. Convolutional Neural Networks (CNNs) have gained widespread popularity 
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in medical imaging applications, especially for CT and MRI scan analysis, recognition, 
and classification tasks. However, achieving high accuracy and performance with CNN 
algorithms requires extensive training using large datasets.

A hybrid CNN employing transfer learning and random forest techniques has been 
developed to improve lung nodule classification. This hybridization has shown promise 
in enhancing image classification. In the future, the hybrid algorithm will be applied to 
various medical imaging fields. This technique can benefit from a wide range of imaging 
modalities for improving image classification, detection, and segmentation.
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